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PAPER

Internally-Disjoint Paths Problem in Bi-Rotator Graphs

Keiichi KANEKO†a), Member

SUMMARY A rotator graph was proposed as a topology for intercon-
nection networks of parallel computers, and it is promising because of its
small diameter and small degree. However, a rotator graph is a directed
graph that sometimes behaves harmfully when it is applied to actual prob-
lems. A bi-rotator graph is obtained by making each edge of a rotator graph
bi-directional. In a bi-rotator graph, average distance is improved against
a rotator graph with the same number of nodes. In this paper, we give an
algorithm for the container problem in bi-rotator graphs with its evaluation
results. The solution achieves some fault tolerance such as file distribu-
tion based information dispersal technique. The algorithm is of polynomial
order of n for an n-bi-rotator graph. It is based on recursion and divided
into two cases according to the position of the destination node. The time
complexity of the algorithm and the maximum length of paths obtained are
estimated to be O(n3) and 4n− 5, respectively. Average performance of the
algorithm is also evaluated by computer experiments.
key words: container problem, internally-disjoint paths, bi-rotator graphs,
fault tolerance, parallel computation

1. Introduction

Recently, research on parallel and distributed computing
is becoming more important. Moreover, many studies on
so-called massively parallel processing systems are eagerly
conducted. Therefore, many complex topologies [1], [7]
based on Cayley graphs are proposed for interconnection
networks instead of simple networks such as a hypercube,
a mesh and so on. There are many research activities
concerning them [2]–[6], [8]–[14], [16], [18]–[20]. A rota-
tor graph [7] is one such topology and it is very promising
because of its small diameter and degree. However, a rotator
graph is sometimes inadequate to solve practical problems
because it is directed.

A bi-rotator graph [15] is obtained by making each
edge of a rotator graph bi-directional. The average diam-
eter is improved by this modification. One of the unsolved
issues concerning this topology is the container problem: for
a pair of nodes s and d in a k-connected graph G = (V, E),
to find k paths between s and d that are node-disjoint except
for s and d. The container problem is one of the impor-
tant issues [6], [8], [11], [14], [18]–[20] in designing parallel
and distributed computing systems as well as the node-to-set
disjoint paths problem [5], [10], [12], [13], [17]. In this pa-
per, the terms ‘disjoint’ and ‘internally disjoint’ are used to
express ‘node-disjoint’ and ‘node-disjoint except for source
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and destination.’
In general, a container can be obtained by using the

algorithm for the maximum-flow problem in polynomial-
order time of the number of nodes |V | in the graph. In an n-
bi-rotator graph, the number of nodes is equal to n!. Hence,
the complexity of this approach is impractical. In this paper,
we give an algorithm of polynomial order of n instead of n!.
We estimate the theoretical performance of the algorithm.
We also evaluate its average performance by computer ex-
periment.

The rest of this paper is structured as follows. Sec-
tion 2 gives definitions and auxiliary algorithms. Section 3
explains our algorithm in detail. In Sect. 4, we give a proof
of correctness of our algorithm and estimations of its com-
plexities. We conduct computer experiment in Sect. 5. Sec-
tion 6 describes the conclusion and the future work.

2. Preliminaries

In this section, we first give a definition of a bi-rotator graph
and its properties. Next some auxiliary algorithms including
a simple unicast routing are presented.

2.1 Definitions

Definition 1: For an arbitrary permutation u = (u1, u2, · · ·,
un) of n symbols of 1, 2, · · · , n and an integer i (2 ≤ i ≤ n),
we define positive and negative rotation operations R+i (u)
and R−i (u) as follows:

R+i (u) = (u2, u3, · · · , ui, u1, ui+1, ui+2, · · · , un),

R−i (u) = (ui, u1, u2, · · · , ui−1, ui+1, ui+2, · · · , un).

Note that R+2 and R−2 represent a same rotation opera-
tion. Therefore there are 2n − 3 operations.

Definition 2: An n-bi-rotator graph, BRn, has n! nodes.
Each node has a unique address that is a permutation of
n symbols of 1, 2, · · · , n. The node whose address is u =
(u1, u2, · · · , un) is adjacent to the nodes whose addresses are
elements of the set {R+i (u),R−i (u) | 2 ≤ i ≤ n}.

Table 1 shows comparisons of an n-bi-rotator graph
BRn with other topologies. In the table, Tn, Qn, B(n, k), and
K(n, k) represent an n × n-torus, an n-dimensional hyper-
cube, an (n, k)-de Bruijn graph, and an (n, k)-Kautz graph,
respectively. Up to the present, the average distance of an
n-bi-rotator graph is unknown while its diameter is n−1. As
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Table 1 Comparison of a bi-rotator graph with other graphs.

#Nodes Degree Diameter Integr. Ratio†
BRn n! 2n − 3 n − 1 n!

(n−1)(2n−3)
Tn n2 4 2�n/2� n2/8�n/2�
Qn 2n n n 2n/n2

B(n, k) nk n k nk−1/k

K(n, k) nk + nk−1 n k nk−1+nk−2

k†: #Nodes/(Degree × Diameter)

Fig. 1 Examples of 2- to 4- bi-rotator graphs.

for the integration ratio, an n-bi-rotator graph is inferior to
an (n, k)-de Bruijn graph and an (n, k)-Kautz graph. How-
ever, a bi-rotator graph has a recursive property that is ad-
vantageous to execute algorithms based on the divide-and-
conquer method in parallel.

Figure 1 shows examples of 2- to 4- bi-rotator graphs.
Note that in this figure an address (u1, u2, · · · , un) is denoted
by u1u2 · · · un.

Definition 3: In an n-bi-rotator graph, a sub graph induced
by nodes that have a common symbol k at the right-most
positions of their addresses forms an (n−1)-bi-rotator graph.
This sub bi-rotator graph is denoted by BRn−1k by indexing
the common symbol k.

2.2 Algorithm A

Here we give an auxiliary algorithm for BRn in Fig.2 that
establishes a path between an arbitrary pair of nodes s and
d in polynomial time of n.

We assume that s = (s1, s2, · · · , sn) and d =

(d1, d2, · · · , dn), and introduce an order relation defined by
d1 ≺ d2 ≺ · · · ≺ dn. We also assume that a relation j � i
holds if and only if i ≺ j holds.

It is known that a path generated by Algorithm A from
s to d and a path generated by the same algorithm from d to
s are internally disjoint [15].

2.3 Algorithm B

For any nodes x1, x2, y1, y2 in BRn (n ≥ 3) where x1 � x2,
y1 � y2, we give an algorithm that obtains two disjoint paths
each of which has one terminal in X = {x1, x2} and the other

Fig. 2 Algorithm A.

in Y = {y1, y2} in polynomial time of n.

Step 1 If X = Y, then paths [x1] and [x2] are already con-
structed. We output them and terminate. Otherwise, if
X ∩ Y � ∅, let x̃ = X ∩ Y, x = X − {x̃} and y = Y − {x̃},
obtain two internally disjoint paths between x and y by
using Algorithm A to select one of them that does not
include x̃, output the path with [x̃], and terminate.

Step 2 Construct two internally disjoint paths P1 and P2

between x1 and y1. If either of x2 or y2 is not on P1∪P2,
then go to Step 3. Otherwise if both of x2 and y2 are on
P1 ∪ P2, then there are two disjoint paths between x1

and y1, and x2 and y2, or two disjoint sub paths between
x1 and y2, and x2 and y1. Hence, we select them to
output and terminate.

Step 3 Construct internally disjoint two paths Q1 and Q2

between x2 and y2. If both of x1 and y1 are on Q1∪Q2,
we can output two disjoint paths and terminate in the
similar way in Step 2.

Step 4 If at least one of Q1 and Q2 is disjoint to at least one
of P1 and P2, then we can output two disjoint paths and
terminate.

Step 5 Let Q be one of the paths Q1 and Q2 that does
not include neither x1 nor y1. In addition, let u and v
be the nodes on Q ∩ (P1 ∪ P2) that are nearest to x2

and y2, respectively. If u and v are both on either P1

or P2, here we assume that it is P1, then we construct
a path Q′ that consists of the sub path of Q from x2 to
u, the sub path of P1 from u to v, and the sub path of
Q from v to y2. The paths P2 and Q′ are disjoint each
other. On the other hand, if u and v are on different
paths of P1 and P2, say u is on P1 and v is on P2, then
we construct two paths P′ and Q′ so that P′ consists of
the sub path of P2 from x1 to v and the sub path of Q
from v to y2, and Q′ consists of the sub path of Q from
x2 to u, and the sub path of P1 from u to y1. The paths
P′ and Q′ are disjoint each other. Therefore, in either
case, two disjoint paths are obtained. We output them
and terminate.

2.4 Algorithm C

Finally, for x1, y1, y2 ∈ BRn−1h and x2, x3, y3 ∈ BRn−1k
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Fig. 3 Recursive application of algorithm.

where y1 � y2, x2 � x3, h � k and n ≥ 4, we
give an algorithm that generates three disjoint paths inside
BRn−1h ∪ BRn−1k each of which has one terminal node in
X = {x1, x2, x3} and the other in Y = {y1, y2, y3} in polyno-
mial time of n.

Step 1 In BRn−1h, select a node x0 that is different from x1,
is not adjacent to y3, and has an address of (· · · , k, h) or
(k, · · · , h).

Step 2 For x0, x1, y1, and y2, apply Algorithm B to obtain
two disjoint paths P0 and P1. We assume that the first
node on P0 is x0.

Step 3 Let y0 be the neighbor node of x0 in BRn−1k. For x2,
x3, y3, and y0, apply Algorithm B to obtain two disjoint
paths Q0 and Q1. We assume that the last node on Q0

is y0.
Step 4 Select an edge (y0, x0) to construct a path Q0 ++P0.

Output three paths P1, Q1 and Q0++P0 and terminate.

3. Algorithm

3.1 Classification

For a BR3, the problem is trivial. Hence we assume that
n ≥ 4. Let the source node be s = (s1, s2, · · · , sn), and the
destination node be d = (d1, d2, · · · , dn). Then we consider
the following two cases.

Case 1 The destination node belongs to the same sub bi-
rotator graph as the source node (sn = dn).

Case 2 The destination node is outside of the sub bi-rotator
graph to which the source node belongs (sn � dn).

3.2 Case 1

In this section, we give Procedure 1 that obtains 2n − 3 in-
ternally disjoint paths between the source node s and the
destination node d in case that sn = dn.

Step 1 In BRn−1sn, apply the algorithm recursively to ob-
tain 2n − 5 internally disjoint paths between s and d.
See Fig. 3.

Step 2 Select edges (s,R+n (s)), (s,R−n (s)), (d,R+n (d)), and
(d,R−n (d)).

Step 3 For R+n (s), R−n (s), R+n (d), and R−n (d), if either s1 = d1

or sn−1 = dn−1 holds, try to establish paths between
R+n (s) and R+n (d), and between R−n (s) and R−n (d). Oth-
erwise, try to establish paths between R+n (s) and R−n (d),

Fig. 4 Construction of two outside paths (s1 = d1 , sn−1 � dn−1).

and between R−n (s) and R+n (d). If the pair of nodes be-
long to a same sub graph, apply the auxiliary algorithm
A inside the sub graph to obtain a path. Otherwise, se-
lect a path between the pair of nodes so that the path
does not include any node outside of the sub graphs to
which those nodes belong. See Fig. 4.

3.3 Case 2

In this section, we give Procedure 2 that obtains 2n − 3 in-
ternally disjoint paths between the source node s and the
destination node d in case that sn � dn.

Step 1 First, name each of neighbor nodes of s as follows:

ai = R+i (s) (2 ≤ i ≤ n), bi = R−i (s) (3 ≤ i ≤ n).

Next, construct paths from s to sub graphs BRn−1s1,
BRn−1s2, · · · ,BRn−1sn−1 that are disjoint except for s as
follows. Let u be the other terminal node of the path
from s to BRn−1dn.

(In case that dn = s1)
a2 → R+n (a2)(∈ BRn−1s2)
a3 → R−2 (a3)→ R+n (R−2 (a3))(∈ BRn−1s3)
...

an−2 → R−n−3(an−2) → R+n (R−n−3(an−2))(∈
BRn−1 sn−2)
an−1 → R+n (an−1)(∈ BRn−1s2)
an(∈ BRn−1 s1)
b3 → R+n (b3)(∈ BRn−1s3)
b4 → R+n (b4)(∈ BRn−1s4)
...

bn−1 → R+n (bn−1)(∈ BRn−1sn−1)
bn(∈ BRn−1 sn−1)
See Fig. 5.

(In case that dn = sn−1)
a2 → R+n (a2)(∈ BRn−1s2)
a3 → R−2 (a3)→ R+n (R−2 (a3))(∈ BRn−1s3)
...

an−2 → R−n−3(an−2) → R+n (R−n−3(an−2))(∈
BRn−1 sn−2)
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Fig. 5 Construction of disjoint paths from the source node to sub graphs
(dn = s1).

Fig. 6 Construction of disjoint paths from the source node to sub graphs
(dn = sn−1).

an−1 → R+n (an−1)(∈ BRn−1s2)
an(∈ BRn−1 s1)
b3 → R+n (b3)(∈ BRn−1 s3)
b4 → R+n (b4)(∈ BRn−1 s4)
...

bn−2 → R+n (bn−2)(∈ BRn−1sn−2)
bn−1 → R−2 (bn−1)→ R+n (R−2 (bn−1))(∈ BRn−1s1)
bn(∈ BRn−1 sn−1)
See Fig. 6.

(In case that dn = s j ( j � 1, n − 1))
a2 → R+n (a2)(∈ BRn−1 s2)
a3 → R−2 (a3)→ R+n (R−2 (a3))(∈ BRn−1s3)
...

a j−1 → R−j−2(a j−1) → R+n (R−j−2(a j−1))(∈
BRn−1s j−1)
a j → R−j+1(a j)→ R+n (R−j+1(a j))(∈ BRn−1s j+1)

Fig. 7 Construction of disjoint paths from the source node to sub graphs
(dn = s j, j � 1, n − 1).

...
an−2 → R−n−1(an−2) → R+n (R−n−1(an−2))(∈
BRn−1 sn−1)
an−1 → R+n (an−1)(∈ BRn−1s2)
an(∈ BRn−1 s1)
b3 → R+n (b3)(∈ BRn−1s3)
b4 → R+n (b4)(∈ BRn−1s4)
...

bn−2 → R+n (bn−2)(∈ BRn−1sn−2)
bn−1 → R−2 (bn−1)→ R+n (R−2 (bn−1))(∈ BRn−1s1)
bn(∈ BRn−1 sn−1)
See Fig. 7.

Step 2 As similar to Step 1, construct paths from
the destination node d to sub graphs BRn−1d1,
BRn−1d2, · · · ,BRn−1dn−1 that are disjoint except for d.
If u = d, then refrain from constructing a path from d
to BRn−1sn. Otherwise, that is, if u � d, then let v be
the other terminal node of the path from d to BRn−1sn.
See Fig. 8.

Step 3 If a path between s and d is not established yet,
construct paths from u to d, and from v to d, and let ũ
and ṽ be the first nodes on the previously constructed
paths that are encountered by these paths. Let û and v̂
be the terminal nodes of these paths other than s and d,
and discard sub paths from ũ to û and from ṽ to v̂. See
Fig. 9.

Step 4 In each sub graph other than BRn−1sn and BRn−1dn,
if even number of paths constructed in Steps 1 and 2
have reached to the sub graph, apply Algorithm A or
B to connect terminal nodes appropriately. If there
are two sub graphs both of which have three terminal
nodes of paths, for these sub graphs, apply Algorithm
C to connect these terminal nodes appropriately. See
Fig. 10.
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Fig. 8 Construction of disjoint paths from the destination node to sub
graphs.

Fig. 9 Construction of paths between s and d.

Fig. 10 Construction of paths in sub bi-rotator graphs.

4. Proof of Correctness and Estimations of Complexi-
ties

In this section, we give a proof of correctness of our algo-
rithm and estimations of complexities concerning about its
execution time and the maximum length of paths generated
by our algorithm. Note that we use a linear array to represent
an address of a node and all the nodes on the constructed
paths are stored in memory.

First we give some lemmas which hold for auxiliary
algorithms without proofs.

Lemma 1: For an n-bi-rotator graph, the time complexity
of Algorithm A is O(n2) and the maximum length of paths
obtained is n − 1.

Note that all the internal nodes except for two terminal
nodes on the path generated by Algorithm A have different
first symbols in their addresses. Hence, if we compare the
addresses of nodes from the first symbols, we can decide if
any node is on such a path or not in O(n) because only three
nodes on the path match with the first symbol of the node
at most. Therefore, the time complexity of Algorithm B is
O(n2).

Lemma 2: For an n-bi-rotator graph, Algorithm B gener-
ates disjoint two paths and its time complexity is O(n2). The
maximum length of paths obtained by Algorithm B is 2n−4.

Lemma 3: For an n-bi-rotator graph, Algorithm C gener-
ates disjoint two paths and its time complexity is O(n2).
The maximum length of paths obtained by Algorithm C is
4n − 11.

Next we show a theorem for our algorithm as well as
lemmas which are necessary to prove the theorem in this
order.

Theorem 1: The paths generated by our algorithm are in-
ternally disjoint. Let T (n) represent the time complexity of
the algorithm for an n-bi-rotator graph. Then T (n) = O(n3).
Let L(n) represent the maximum length of the paths. Then
L(n) = 4n − 5.
(Proof) Based on the facts that T (3) = O(1) and L(3) = 3
hold, and induction on n, this theorem can be proved from
the following two lemmas.

Lemma 4: The paths generated by Procedure 1 are in-
ternally disjoint. The time complexity of Procedure 1 is
T (n − 1) + O(n2), and the maximum length of the paths is
max{L(n − 1), n + 2}.
(Proof) The paths obtained in Step 1 are internally disjoint
from induction hypothesis. Two paths between s and d gen-
erated in Steps 2 and 3 consist of nodes in different sub
graphs other than BRn−1sn except for s and d. Therefore,
all paths obtained by Procedure 1 are internally disjoint.

The time complexity of Step 1 is T (n−1) and the max-
imum length of paths generated in Step 1 is L(n − 1). The
time complexities of Step 2 and Step 3 are O(n) and O(n2),
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respectively. The maximum length of the paths generated in
Steps 2 and 3 is n + 2. Hence the time complexity of Proce-
dure 1 is T (n−1)+O(n2), and the maximum length of paths
generated by Procedure 1 is max{L(n − 1), n + 2}.
Lemma 5: The paths generated by Procedure 2 are inter-
nally disjoint. The time complexity of Procedure 2 is O(n3),
and the maximum length of the paths is 4n − 5.
(Proof) The final edges of the paths obtained in Step 1 are all
generated by the positive rotation operation R+n . Then if we
show that the nodes on the paths in BRn−1sn are all different
each other, it is proved that the paths obtained in Step 1 are
disjoint except for the source node. First, the nodes ai’s and
b j’s are all different neighbor nodes of s. Hence, we show
that other nodes on the paths in BRn−1 sn are different each
other and they are not adjacent to s. In case that dn = s1,
other nodes on the paths are obtained by applying R−i−1 to ai.
Hence, these nodes have addresses which can be obtained
by exchanging s1 and si in the address of the source node s
and they are different each other and they are not adjacent
to s. In case that dn = sn−1, proof is similar to the case of
dn = s1 except for R−2 (bn−1). As for R−2 (bn−1), if we focus on
the fact that it has an address which is obtained by inserting
sn−1 between s1 and s2 in the address of s, it is deduced that
the node is not adjacent to s and it is different from other
nodes on the paths. In case that dn = s j, j � 1, n − 1, if we
focus on the fact that for ai (3 ≤ i ≤ n − 1, i � j), paths via
nodes that have addresses obtained by exchanging s1 and si

or si+1 in the address of s are constructed, proof can be ob-
tained in a similar way in the case of dn = sn−1. In Step
2, we can prove that the paths generated are disjoint except
for the destination node in a similar way in Step 1. In Step
3, the paths established between s and d by discarding sub
paths and other paths are internally disjoint. Finally, paths
generated in Step 4 are disjoint from lemmas 2 and 3, and
the paths obtained by connecting these paths and the paths
generated in Steps 1 and 2 are also internally disjoint.

The time complexities of Steps 1 and 2 are both O(n2),
and the maximum lengths of paths are both 3. The time
complexity of Step 3 and the maximum length of paths gen-
erated in Step 3 are O(n2) and n − 2, respectively. From
lemmas 2 and 3, the time complexity of Step 4 is O(n3) and
the maximum length of paths generated in Step 4 is 4n− 11.
Therefore the whole time complexity is O(n3) and the max-
imum length of paths generated in Procedure 2 is 4n − 5.

5. Computer Experiment

To evaluate the performance of our algorithm, for each n
between 3 and 50 we selected 10, 000 random combinations
of the source and destination nodes to apply our algorithm
and measured the average execution time and the maximum
path lengths.

The algorithm is implemented by a functional pro-
gramming language Haskell. The program is com-
piled by ghc (glasgow Haskell compiler) with -O and

-fglasgow-exts options. The experiment is conducted on
a machine whose OS is Red Hat Linux 7.2, CPU is Pentium
III 700 MHz, and memory unit is 256 MB.

Figures 11 and 12 show the results of the average ex-
ecution time and the maximum path length, respectively.
In each figure, the horizontal axis represents the value of
n. The vertical axes of Figs. 11 and 12 represent the aver-
age execution time in second and the maximum length of
paths obtained by our algorithm, respectively. In case of
n = 50, the average execution time is 1.747 × 10−1 and the
standard deviation is 2.873 × 10−2. Hence the 95-percent
confidence interval is [1.742× 10−1, 1.753× 10−1], which is
small enough.

From these figures, we can conclude that for an n-bi-
rotator graph, our algorithm generates 2n − 3 internally dis-
joint paths in the average execution time O(n3.0) and the
maximum length of these paths is 2n + 2 in practice.

In general, the maximum length of paths generated by
Algorithm C is 4n − 11. However, in the implementation of
Step 1 of Algorithm C, we try to find the node x0 so that
its neighbor node y0 becomes either x1 or x2, or becomes
a neighbor node of x1 or x2. Though it is not proved that
such node can be always selected and the adjacent nodes are
always connected in Step 3 of Algorithm C, it worked well

Fig. 11 Average execution time of our algorithm.

Fig. 12 Maximum length of paths obtained by our algorithm.
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in critical cases in the experiment. Therefore the maximum
length of the paths generated by Algorithm C is 2(n − 1) −
4 + 2 = 2n − 4. Hence the maximum length of the paths is
2n + 2 as a whole.

6. Conclusion and Future Work

In this paper, we have proposed an algorithm that solves the
internally-disjoint paths problem in an n-bi-rotator graph.
The algorithm is divided into two cases and it uses three
auxiliary algorithms. Theoretical values for its time com-
plexity and the maximum length of paths obtained by the
algorithm are estimated to be O(n3) and 4n−5, respectively.
Computer experiment showed that the disjoint paths are ob-
tained in O(n3.0) time and the maximum length of them is
2n + 2. The future work includes improvement of the algo-
rithm so that the shorter paths are obtained in shorter time.
The strict estimation of the maximum length of the disjoint
paths is also included in the future work.
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